
NSF Engineering Research Center for Reconfigurable Manufacturing Systems
University of Michigan College of Engineering

# 1

Wireless for Plant Automation and Control.
Dhananjay Anand, Jason House, Jeehong Yang, Kathryn Olson, Wajiha Shahid, 

James Moyne and Dawn Tilbury

The University of Michigan, College of Engineering

NSF Engineering Research Center (ERC) for
Reconfigurable Manufacturing Systems (RMS)

January, 2009

NSF Engineering Research Center for Reconfigurable Manufacturing Systems
University of Michigan College of Engineering

# 2

Project OverviewProject Overview

Technical Resources.Technical Resources. Technology Vendors.Technology Vendors.

ERC/RMSERC/RMS

Scientific PublicationsScientific Publications

••Best practices for Best practices for 
operation and installation.operation and installation.

••Test procedures and reports.Test procedures and reports.

••Software and analysis tools.Software and analysis tools.
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Goals:Goals:
• Understand how to use wireless in diagnostics, control and safety applications.
• Work with USCAR, help the automotive industry migrate cost effectively to 

wireless on the factory floor.
• Interact with Vendor Partners and Standards organizations .

Deliverables:Deliverables:
• Provide a standardized testing mechanism and test plan.

• Define best practices for wireless operation in factories.

• Tools for real time fault diagnosis and QoS assessment.

• Provide a capability for “record / playback” style investigation of interference 
phenomenon.

• Provide design tools for the planning stage of a wireless setup.

• Report on technology trends in wireless systems for control.

Project OverviewProject Overview
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Network Performance.

Wireless for control.

Presentation OutlinePresentation Outline

Testing commercial wireless hardware.

Developing performance simulations 
for wireless control networks.

Tools for the layout of wireless nodes 
and the placement of radio 
feeders/antennae.

Control system Performance.

Automated Report Generation.
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Network Performance.

Wireless for control.

Presentation OutlinePresentation Outline

Testing commercial wireless hardware.

Developing performance simulations 
for wireless control networks.

Tools for the layout of wireless nodes 
and the placement of radio 
feeders/antennae.

Control system Performance.

Automated Report Generation.
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• The development in wireless devices for control is predominantly
vendor driven. 

• In partnership with USCAR, a test plan that answers typical concerns 
about wireless was developed.

• This plan drives our testing program here in the university. 
• Further, tests were conducted at FORD AMTD with an “off the shelf”

AP serving as the co-channel interferer. 
• Developing Best Practices for wireless implementation is a continuing 

process along-side testing.

The testing effort The testing effort 
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University testingUniversity testing
• Tests conducted in the university are designed to look at:

• Performance sensitivity to signal strength.  
• Sensitivity to multi-path interference. 
• Sensitivity to co-channel interference (simulated Access Point)
• Cellular operation with directional antennae and leaky feeders.
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The testing effortThe testing effort

Reducing Received Signal Strength

Spread of delays
in response from 
a polled device.
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The testing effortThe testing effort

Testing at Ford AMTD LabsTesting at Ford AMTD Labs

PLC Bluetooth Bluetooth

Router 
@ 2in

Bus 
Coupler

Router @ 
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Router @ 
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Router @ 
6ft

Router @ 
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•• Used to generate best practices.Used to generate best practices.
•• USCAR, standardsUSCAR, standards

•• Used to guide research to determine next generation Used to guide research to determine next generation 
control, diagnostics and safety techniques for NCS.control, diagnostics and safety techniques for NCS.

Outputs of the testing activityOutputs of the testing activity

• Gain control based mitigation techniques will have to 
be studied as to their real effectiveness. 

• As expected with microwave transmissions in closed 
spaces, multi-path propagation effects dominate 
system performance. 

• There are algorithm improvements that in simulation 
show appreciable improvement.

• Experimental data correlates well with preliminary 
simulations.
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Benefit to Industry: 
• Driven by USCAR need to standardize 

wireless testing and reporting so as to 
avoid duplication of effort among big three 
and to speak with a single voice to suppliers.

• The automated formatting and analysis 
allows operators generate test reports with 
out the need for data analysis software.

• The report generator standardizes the 
report format facilitating easy sharing 
between USCAR partners.

• Network performance testing can be 
introduced as part of regular 
maintenance on the factory floor, and data 
collection, analysis and report generation 
can be done with one click by a machine 
operator. 

Automated report generator. Automated report generator. 

Deliverable : 
A standalone computer program was made available online. The application, supports the 
widely used “Wireshark” packet capture utility and generates reports in an XML style-sheet 
readable as a Microsoft Word DOCX file. 

Available to ERC members:
https://ctools.umich.edu/portal/site/
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Network Performance.

Wireless for control.

Presentation Outline.Presentation Outline.

Testing commercial wireless hardware.

Developing performance simulations 
for wireless control networks.

Tools for the layout of wireless nodes 
and the placement of radio 
feeders/antennae.

Control system Performance.

Automated Report Generation.
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Protocol Stack 
Processing 

Delay 
Estimation

Application and 
Radio Delay 
Estimation

Interference 
Delay

Device Measurement
• Actual Device Pair
• 1 Client 1 Server
• Ideal Conditions

• Device Specific 
Wireless Protocol 
Stack Delay

Application and Radio Parameters
• Node Number
• Node Distance
• Signal Power
• Application Data Requirements

• Delays due to arbitration
• Link Management dynamics.

• Delay with Interference
• Delay Output Graph
• Delay output file

Protocol 
Stack Delay

Interference Parameters
• Coexistence Interference Source
• Interference Source Distance
• Interference Source Signal Power

or
• Interference Model File

Wireless Control Network SimulatorWireless Control Network Simulator
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Protocol Stack 
Processing 

Delay 
Estimation

Application and 
Radio Delay 
Estimation

Interference 
Delay

• Sampling Rate
• System Bandwidth
• Min RPI

• Optimal Sampling rate.
• Ideal packet size.
• Packet prioritization and 

determinism improvement 
algorithms.

• Failure Modes.
• Recovery strategies.
• Fault tolerance/ 

Robustness

Wireless Control Network SimulatorWireless Control Network Simulator

Control System
Simulation.
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Protocol Stack 
Processing 

Delay 
Estimation

Application and 
Radio Delay 
Estimation

Interference 
Delay

Wireless Control Network SimulatorWireless Control Network Simulator

Control System
Simulation.
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Wireless Control Network Simulator Wireless Control Network Simulator 
• Deliverables

• Wireless network simulation 
program customized for control 
networks.

• Outputs estimated wireless 
network delays in graphical and 
portable file formats.

• Interfaces to control 
simulation tools like “Simulink”.

• Benefit To Industry
• Design tool at the time of 

deployment.
• System reconfiguration planning.
• Simulating upgrades or 

augmentation.
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Network Performance.

Wireless for control.

Presentation Outline.Presentation Outline.

Testing commercial wireless hardware.

Developing performance simulations 
for wireless control networks.

Tools for the layout of wireless nodes 
and the placement of radio 
feeders/antennae.

Control system Performance.

Automated Report Generation.
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Deployment tool for Leaky Coax feeders. Deployment tool for Leaky Coax feeders. 

Deliverable : 
A simulation tool capable of predicting radio coverage of a leaky feeder 

configuration. Overlaying the leaky coax field map over the existing cell 
geometry to look for trouble spots in the form of weak fields, shadow zones, 
scattering interference and leakage outside the cell.

Benefit to Industry: 
Leaky coax allows for a tighter beam 

footprint and reduces cost by 
combining transmission and radiation 
components. 
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Milestones and Future PlansMilestones and Future Plans

• Development work on Wireless Network Simulator 
begun.

• First release of the Wireless Network Simulator.
• Compiled results of university device testing.

• Leaky Coax design simulator.

July 2008

November 2008

Summer 2009

September  2008

March 2009

• Device testing at Ford AMTD

• Automated report generator released online. 

NSF Engineering Research Center for Reconfigurable Manufacturing Systems
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Thank YouThank You

Questions?Questions?
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The University of Michigan, Ann Arbor

Engineering Research Center for

Reconfigurable Manufacturing Systems

Fault Diagnosis Through Automatic Model Generation for Large-
Scale Manufacturing Systems

Lindsay Allen
James Moyne, Associate Research Scientist

Dawn Tilbury, Professor

January 14, 2009
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Outline

• Fault Diagnosis Motivation
• Solution Concept
• Leveraging Factory Health Monitor (FHM)
• Solution Goals and Deliverables
• Benefits to Industry
• Milestones and Future Plans
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Motivating RFT Example

s1

Part1

PartReady
Release 
Pallet

LoadPart1 Part1

PartReady

ResponseOPC 
Tag

OPC 
Tag

Response

Correct, typical behavior Incorrect behavior

• No model of entire system’s correct behavior
• Manual inspection – laborious, offline
• Fault diagnosis using estimated model – automated, online

NSF Engineering Research Center for Reconfigurable Manufacturing Systems
University of Michigan College of Engineering # 4

Terminology

• Detection – determining that a fault has 
occurred

• Diagnosis – identifying which fault has 
occurred

• Within this work, “diagnosis” refers to 
detection and diagnosis
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Solution Concept: Interaction

Plant

Manufacturing System

Fault
diagnosis

All Events

Events

Op. Feedback

Faults

Operator

Controller
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Solution Concept: Fault Diagnosis

Monitoring 
Module

Recording 
Module

Fault 
Decision 
Module

FaultsSystem 
Identification 

Module

Operator 
feedback

Estimated model 
and its uncertainty

Estimated 
model

Potential 
faults

All events Event streams 
from system

Event  streams 
from   system

Operator

feedback
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Leveraging Factory Health Monitor

• Goal: to integrate an event-based 
observer with a diagnostic scheme based 
on system identification to create a 
multilevel factory health monitor 

• Provides preliminary version Recording 
Module

NSF Engineering Research Center for Reconfigurable Manufacturing Systems
University of Michigan College of Engineering # 8

Solution Goals and Deliverables

• Goal: Create fault diagnosis approach for mfg 
systems without a pre-existing model

• Deliverables
– Methodology and algorithms
– Prototype software modules

• Record OPC events
• System identification to build estimated model
• Monitor current execution vs. expected by model
• Fault diagnosis based on estimated model

– Application of methodology, software to RFT
– Industrial plant pilot study (?)
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Benefits to Industry

• Event-based fault diagnosis is possible for 
manufacturing systems
– That are lacking pre-existing formal model
– Whose formal model may be incorrect or incomplete
– That have formal models but ones that cannot be 

used dynamically for fault diagnosis
• Algorithms to compare system identification 

techniques so that the best technique for a 
particular scenario can be discovered

NSF Engineering Research Center for Reconfigurable Manufacturing Systems
University of Michigan College of Engineering
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Milestones and Future Plans
June 2008

May 2009

2009/10

Sept. 2009

• Project proposal complete

• Preliminary Monitoring Module complete

• Modify project plan based on feedback

Jan. 2009

• Develop and test different system ID techniques

• Create methodology to compare system ID techniques

• Develop possible operator interaction methods

• Apply system ID to RFT

• Create remainder of fault diagnosis system

• Industrial plant pilot study of system identification (?)
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The University of Michigan, Ann Arbor

Engineering Research Center for
Reconfigurable Manufacturing Systems

Technical Advisory Committee Meeting
Dr. James Moyne - UM

Prof. Dawn Tilbury - UM
Jeffrey Dobski - GEMA

David Linz, Deepak Sharma
January 14th, 2009

New Result Since 
March 2008

New Result Since 
March 2008

Improving Factory Operation Through 
Automated Event-Based Control

NSF Engineering Research Center for Reconfigurable Manufacturing Systems
University of Michigan College of Engineering TAC 2

Objectives
• Overall Project Objective: Deliver a predictive and preventive 

maintenance capability through ECA (Event Condition Action) rule 
based control

• Intermediate Objectives: Predict and reduce unscheduled downtime
– Provide solutions for auto correlation of data sets including test stand and 

fault data.
– Identify gaps in plant-floor systems with regards to maintenance and quality 

issues. 
– Improve data quality of plant floor systems
– Explore pattern recognition methods for improvement of maintenance 

scheduling.

• Continuous: Provide and help implement best practices in plant-
floor data management for improvement in maintenance 
management and downtime prediction.
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Production 
Machines

PLCs

OPC

Production 
Machines

CNC’s Production 
Machines

PLCs

Production 
Machines

CNC’s

•••

Diagnostics Equipment/
Tool Control

Maintenance
Management

ECA Control System

Automatic
Shutdown

BENEFITS
• Reduced 

Unscheduled 
Downtime

• Reduced 
Scrap

• Reduced 
MTTR

• Improved 
Productivity

Optimize
Maintenance
Scheduling

TODAY

Data 
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Adjustment
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The Big Picture
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Deliverables Completed
• Top Ten anomalies software Identifies “interesting” events / 

anomalies in process data
• MATLAB analysis module for maintenance event correlation

1. Installed at GEMA, validated and available for use
2. Provides for automated drill-down tool for maintenance investigation
3. C++ code auto-generated from MATLAB source no MATLAB license required

• Methodologies to standardize data collection

• Audited machine automation, maintenance and repair, quality and 
tool change data management systems

– Outline of Day in the Life of Test Stand.
– Developed a UML Outline and Recommended Data Layout
– Iteration with GEMA as part of a continuous improvement process

• Best practices for improving maintenance mgmt. & data quality
– Closing codes, Maintenance pooling, etc.
– Comparing maintenance practices to documented maintenance requirements
– Iteration with GEMA as part of a continuous improvement process
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Using Event Data to Predict Downtime 

Process
Data

Maintenance
Data

Fault Counts,
Fault Duration

time
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Data Quality is always an issue
Need multiple techniques to improve
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Cold Test Stand Analysis 

Test 
Stand

Tear Down

1.) No Problems in the Engine (Engine Passed) (90%) of time
2.) Minor Problems that can be fixed at cold stand (very rare)‏
3.) Major Problems, Engine needs to be Torn Down

a.) Option 1: problem exists in the Book of knowledge, and 
root cause can be identified. Result: Fix Operation Identified.

c.) Option 3: Engine is immediately torn down and operation 
may halt in order to determine root cause. 

b.) Option 2: problem's root cause cannot be identified. 
Engine is not immediately torn down due to lack of time and 
resources.

Operation 
One

Operation 
Two

Operation 
Three

Operation 
Four

Pass Engine Update the 
Book of 
Knowledge

Proposal:
Explore Historical data to improve 

the decision of whether a reject on the 
test stand should be the subject of 
root cause analysis.

Root cause Analysis 
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Process Data 
ActivPlant

Maintenance Data
DataStream

Scrap Data

Quality Data
MPTS

GEMA Databases

Another application of reject data can be to increase the accuracy of 
regression analysis done to predict downtimes. The continuous data from the 
test stand can strengthen predictions for unscheduled downtimes.
This requires a unified data layer that can track a part through the system.
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ActivPlant

DataStream

MS Access (Manual)‏

MPTS

MATLAB  (C++)‏

JavaScript

JavaScript

Excel

Analysis

Plan going forward: Try to come up with a data 
layer that will allow data from all sources to be used 
in analysis. Focus on data quality issues that 
prevent analysis from being successful.  
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Graphs, 
Correlations

Historical
Database

ActivPlant

Number, 
duration 
of faults

Maint, 
faults 
based on 
duration

Graphs, 
Correlations

Predict 
Unscheduled 
Downtime

Dataflow and Analysis
Original Focus

•Data quality issues preventing 
wider adoption.
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Data Consolidation

MSAccess MPTSActivPlantDataStream

Analysis Analysis Analysis Analysis

Maintenace
Data

Fault Data Scrap Data AnalysisUnified Data Layer

Current 
Data 

Systems 
• Data remains 

separated, 
• Analysis is 

restricted 
• Data Quality 

issues hard 
to address. 
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Unified 
Model

• Data can be 
accessed 
universally

• Data quality 
improved

• Data errors 
easy to 
address. 
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UML DATA LAYER (Proposed)‏
BENEFITS
• Allows for a more 

comprehensive 
visualisation and 
understanding of 
factory data.

• Facilitates 
correlation analysis 
across many 
variables

• Allows “islands of 
automation” to be 
focused on the 
same factory 
objectives

ISSUE
• The large issues 

with data quality 
is a major 
obstacle to 
unification.



NSF Engineering Research Center for Reconfigurable Manufacturing Systems
University of Michigan College of Engineering TAC 11

Examples of Data Quality Issues Encountered
• System collects only a subset of the data generated from the PLCs. 

There is often not enough information to identify strong correlations 
to support control. 

• Historical Data is limited, making larger trends and behaviour 
difficult to identify.

• Maintenance records have missing data.
• Insufficient standardisation of data, manually entered data 

unsuitable for computerised analysis.
• Scrap code definition process results in unbounded growth of 

codes nearly useless for correlation analysis
Ad-hoc scrap code creation

N
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Time
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• Modular and Hierarchical “Reason Code” Scheme
– Incorporate an ID system for maintenance to help record keeping 

and reduce redundancy
– E.g., Maintenance and scrap databases

• System Wide Data Unification
– Create a factory meta-data layer for access, analysis and drill-down
– Create a unified labelling system so that a part can be tracked 

through the system. 

• Extended Access to Historical Data
– Build in a mechanism for access to large vectors of archived data.

• “Deep” Analysis Of Key Operations
– Select a single operation within the system and analyse its 

behaviour over a long historical period to understand fault alarms 
and downtime behaviour

– Use this process to better identify underlying data quality issues

Samples of
Recommendations for Improving Data Quality
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Sample of Project Issues and Approaches

Root Cause Decision 
Analysis 

Creating the Unified 
Data Layer

Data quality issues

Overly conservative 
maintenance 
practices

ApproachesIssue

Observe relationships between fault system data and unsch. Downtime. 
Work to implement system to allow managers to schedule maintenance 

with respect to factory conditions. 
Address data quality issues that prevent downtime prediction  
Design unified data layer to increase the data sources available for 

analysis.
Propose modularized identification of maintenance events 
Obtain and analyze historical data sources to strengthen analysis.

Introduce modular data entry as a way of controlling scrap codes.
Try to eliminate data filtering at a low level in order to maximize data 

quality.   
Look for “Low Hanging Fruit”: e.g. low cost ways of improving modularity
Interface with GEMA regarding implementation. 

Collect historical data to analyze likely re-occurrence of undocumented 
rejects.

Use data regarding cost of root causing vs. cost of reject to create an 
optimized rule for root determining benefit of examining root cause of reject.

Implement system to allow engineers to view history  

NSF Engineering Research Center for Reconfigurable Manufacturing Systems
University of Michigan College of Engineering TAC 14

Research Directions and Opportunities

• Creation of Data Meta-Layer
– Data quality improvement, creation of behavioral models

• Modeling Unscheduled Downtimes
– Simulated fault and downtime data to show that if correlations exist between fault and 

downtime, regression analysis can be used to predict unscheduled downtime

• Data quality metrics, analysis and improvement techniques

• Data analysis and prediction techniques
– Principal component analysis, partial least squares across multiple factory metrics
– Providing analysis and prediction in the face of low data quality

• Developing Best practices
– Develop practices for increasing data accuracy and collection of factory information
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Summary and Acknowledgements
• Milestones

– Ongoing contributions to best practices for maintenance management data 
collection and management

– Mechanisms for identifying and addressing data quality issues
– Correlation analysis of fault and downtime signals 
– Software and technology transfer to GEMA

• Acknowledgements
– We would like to thank the team at Global Engine for access to their facilities and the 

help they provided.
– Special thanks to Jeffrey Dobski, Gary Majhail for their help in accessing and 

understanding the plant data
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Milestones and Future PlansMilestones and Future Plans

• Review of MPTS data
• Plan for improving regression analysis 

• Recommendations for MPTS data analysis.
• Strengthened prediction using continuous data.

• Implementation of data layer at GEMA

July 2008

November 2008

Summer 2009

September  2008

March 2009

• Construction of UML Data plan

• Audit for data quality issues at GEMA
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The University of Michigan, Ann Arbor

Engineering Research Center for

Reconfigurable Manufacturing Systems

Virtual Fusion: The Complete Integration of Simulated and 
Actual

William Harrison, Graduate Student
James Moyne, Associate Research Scientist

Dawn Tilbury, Professor

January 14, 2008
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• Application and Methodology of Hybrid Process Simulation
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Problem: Cost (Ramp Up Time and Change Over 
Time can always be better)

• Simulation models are sometimes inaccurate

• Expensive to develop

• Centralized in one program and one simulation 
company

• Simulation models go unused after planning

NSF Engineering Research Center for Reconfigurable Manufacturing Systems
University of Michigan College of Engineering 4

Task and Purpose

• Task: Reduce cost by decreasing ramp up and 
change over time

– Finding better ways to integrate simulation into the 
development process and throughout the product lifecycle
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Hardware-in-the-Loop

Actuator Signals

Sensor Signals
Real Time

Simulation 

Model

Force

Sensor 
information

Real Time

Simulation 

Model

Actuator Output

Electronic 
Control Unit

Component



NSF Engineering Research Center for Reconfigurable Manufacturing Systems
University of Michigan College of Engineering 7
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Virtual Fusion: The Complete Integration of Simulated and Actual-
Ongoing (Fall ’06) ; Core Project; 1 Student; GM Partner

• Objectives
– Develop HILS methodology 

for logic control verification 
and validation

– Pre-launch validation, 
online monitoring and 
operator training 

• Key Deliverables
– HILS tools and logic validation survey (CASE 2007)
– HILS implementation on ERC-RFT
– Methodology on use of HILS for logic validation
– Solution for HILS use in monitoring and operator training

• Benefits to Industry
– Understand state-of-the-art of HILS in auto manufacturing
– Reduce launch time and downtime due to unanticipated behavior
– Provide platform for testing difficult-to-simulate components

√

√

√
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Virtual Fusion: Hybrid Process Simulation

• Virtual part handling
– Virtual part in the real

world
Actual Simulated ActualActual

Part

Part
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Reinterpreting the Environment

How we interpret

Volume and Mass ↔ Effect

W
L
H

g

Volume and Mass ↔ Effect

W
L
H g
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Example: Part Emulation

Scale
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Cell and Component Swapping in the RFT

Motoman DA20

• 20kg payload/arm

• 13 dof

• “Jigless” operation

NSF Engineering Research Center for Reconfigurable Manufacturing Systems
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Supply Cell : Adding a New Cell (DEMO)

• Replace existing manual 
part loading station with 
new automated system
– Example: Overhead gantry 

setup
– Simulating the hardware and 

the PLC software
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Fanuc Roboguide Integration
• Leverage Fanuc’s existing 

simulation  software for system 
validation

• Roboguide: Fanuc’s robot 
simulation software

– Same interface as real robot
– Execute actual program and confirm motion path 

and logic
– Highly accurate simulation of movement and 

application commands

NSF Engineering Research Center for Reconfigurable Manufacturing Systems
University of Michigan College of Engineering 16

• Virtual world reflects real time 
“ground truth” of the plant 
floor

• Improved information 
visualization leads to better 
understanding of system 
operation, rapid fault 
diagnosis and reduced 
downtime

Monitoring System Real Time Data
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A day in the Life with various levels of Virtual 
Fusion

• 3 Time periods

A. In the beginning: Developing and planning using Hybrid Process
Simulation

B. With Virtual Fusion in mind:  Using Hybrid Process Simulation 
methodologies with legacy systems

C. Completely integrated Virtual Fusion system:  Working example of a 
complete virtually fused system

A B C

Coda Plant 

Conception

Coda Plant 

Future

NSF Engineering Research Center for Reconfigurable Manufacturing Systems
University of Michigan College of Engineering 18

In the Beginning: Setting

• Scenario: A new manufacturing plant is to be built in Coda 
Michigan.  It will manufacture the newest Michigan 
Widget.

• Arrmando Armo: Plant Process Planner
– Job: In charge of bringing the plant online
– Goal:  Minimize ramp-up time and initial number of malfunctions 
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Coda Plant Ramp UP Plan

• Buy Simulation Version Components from each vendor
– Simulated robot and controller
– Simulated machining components and controllers
– Simulated  Programmable Logic Controllers

• Assemble simulated components into the Hardwired 
Simulation

– Create all logic code for components and controllers

• Purchase actual components for the system

NSF Engineering Research Center for Reconfigurable Manufacturing Systems
University of Michigan College of Engineering 20

Coda Plant Ramp Up Benefits

• Arrmondo will:

– Swap out virtual components from competing vendors

– Have his programmers create useable code before the actual 
components arrive

– Have an easier time installing actual components

– Continue to use his simulation models after plant creation
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With Virtual Fusion in Mind: Setting

• Scenario: Widget technology has advanced.  The Coda 
Plant, now quite dated, needs to buy many new 
components to compete in today's saturated industry.

• Alisa Barstel: Plant Overhaul Director
– Job: In charge of plant overhaul
– Goal:  Make sure new components significantly improve existing systems 

NSF Engineering Research Center for Reconfigurable Manufacturing Systems
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Coda Plant Overhaul Plan

• Buy simulation version components from each vendor

• Test simulated components
– Run simulated components in parallel with the real system 
– Test simulated components in place of real components

• Compare and contrast different models and brands with 
already existing components

• Make purchasing decision based on virtual comparison
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Coda Plant Overhaul Benefits

• Alisa:

– Did not have to take plant offline for initial testing

– Compared possible new components in existing system

– Had much faster installation and overall changeover

NSF Engineering Research Center for Reconfigurable Manufacturing Systems
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Complete Integrated System: Setting

• Scenario: The Coda Plant has evolved into a living state of 
the art constantly changing system.  Performance 
degradation needs to be identified and remedied quickly.

• Arno Castyo: Factory Health Director
– Job: Identify plant problems, arrange maintenance
– Goal:  Make sure plant consistently runs smoothly
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Coda Plant Maintenance Plan

• Use parallel simulations to provide performance and 
maintenance information for components

• Use Plant Monitoring Platform (PMP) to schedule and 
monitor maintenance

• Use PMP for remote meetings

• Use PMP for remote maintenance

NSF Engineering Research Center for Reconfigurable Manufacturing Systems
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Coda Plant Maintenance Benifits

• Arno:
– Will have fast first response to performance disturbances

– Will know and be able to track all plant maintenance remotely

– Can give vendor remote access monitoring capability 
through PMP

– Can better organize and connect his intuitive understanding 
of the plant with action
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Presentation Outline

• Problem 

• Goal
• Virtual Fusion: Hardware-in-the-Loop to Hybrid Process Simulation

• Objectives, Deliverables, and Benefits 

• Application of Hybrid Process Simulation Methodology

• Future Plans

NSF Engineering Research Center for Reconfigurable Manufacturing Systems
University of Michigan College of Engineering 28

Milestones and Future Plans

June 2008

Nov 2009

Dec 2008

May 2009

• Motoman Cell Level Swap

• Robot Emulator Validation

• Supply Cell Addition

• Fanuc Low-Level Simulation Integration

• Methodology for Validation by Swapping

• Methodology for Evaluating System Fidelity

• Monitoring System Implementation on RFT

February 2007

Dec 2008

January 2009
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Executive Summary

• Objectives
– Guide the industry in the 

move to enterprise wide 
timing, timestamping and 
time synchronization

• Key Deliverables
– Node performance analysis in 

networked control systems
» Impact of VPN (security), 

UDP (Ethernet layers), and 
OPC (std. data collection)

– Networked factory diagnostics 
simulation (client, server & noise 
gen.)

– Best practices for deploying and 
utilizing timing and time 
synchronization 

– Standards for time 
synchronization in manufacturing

√

√ • Benefits
– Time synchronization best practices badly needed
– Address real-time issues down to the microsecond
– Coordinate and sync data collection, e.g., for fault 

diagnostics
– Reduce cost and increase reliability of networked 

systems

√
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Motivation

• Proliferation of networked systems
– Diagnostics, Control and Safety

• Necessity for factory-wide and 
enterprise-wide coordination of data

– E.g., diagnostics

• Need for time-stamping of data to support 
precision analysis and control system

– “Out-of-order” data can lead to false positives in diagnostics systems
– Next generation control requires accurate timestamping of sensory and 

actuation data
– Coordination in networked safety systems

• What do we need?
– Understand the time synchronization environment
– Understand the capabilities available for time synchronization / stamping
– Determine best practices standards for time synchronization / stamping
– Improve technologies (control, diagnostics, etc.) to leverage these new 

capabilities

NSF Engineering Research Center for Reconfigurable Manufacturing Systems
University of Michigan College of Engineering
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Results To-Date (2006 – July-2008)

• Determined impact of overhead on Ethernet performance
– VPN (security), OPC (diagnostics), etc.
– J. T. Parrott, J. R. Moyne, D. M. Tilbury, "Experimental Determination of 

Network Quality of Service in Ethernet: UDP, OPC, and VPN,"
Proceedings of the American Control Conference, Minneapolis, MN, June 
2006.

• Developed factory-wide configurable networked diagnostics 
simulator and Developed detailed analysis of software time-
synchronization capabilities over Ethernet utilizing common 
methods (NTP)

– Used semiconductor industry as protocol prototype
– Ya-Shian Li-Baboud, et. al., “Semiconductor Manufacturing Equipment 

Data Acquisition Simulation for Timing Performance Analysis” 2008 
International IEEE Symposium on Precision Clock Synchronization for 
Measurement, Control and Communication (ISPCS) 2008, Ann Arbor, 
Michigan, September 2008.
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Setup (100 Mbps switched network)
• 1 smart EDA transmitting node
• Up to 200 “other” EDA transmitting nodes on network (typical of a fab environment)
• Measure end to end delay of smart EDA node

Sample Result: Impact of Network Traffic on 
End-to-End Diagnostic Data Delay

Delay(ms) 1 S* 1S + 1D* 1S + 50D 1S  + 
100D

1S  + 
200D

Mean Delay 5.3679 5.6408 5.6155 5.6297 5.7018

Max Delay 6.1820 6.3470 6.3800 6.4080 6.2990

Std Deviation 0.3979 0.2821 2.4699 2.4071 3.1581

*S: smart node. 1S means one smart node.  *D: dummy node. 

NSF Engineering Research Center for Reconfigurable Manufacturing Systems
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Sample Result: Impact of Network Traffic on 
End-to-End Diagnostic Data Delay

Observations

• Network delay does not increase significantly increase with 
number of dummy nodes

• Network congestion is not an issue in simulated factory‐wide 
data collection

Observations

• Network delay does not increase significantly increase with 
number of dummy nodes

• Network congestion is not an issue in simulated factory‐wide 
data collection

Issues

Since multiple “dummy” equipment transmitters were simulated 
at one IP node, the measured delay does not reflect switch delay

in an actual system

Actual delay in practice will have to include 
additional switch delay

Issues

Since multiple “dummy” equipment transmitters were simulated 
at one IP node, the measured delay does not reflect switch delay

in an actual system

Actual delay in practice will have to include 
additional switch delay
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Sample Result: Clock Offset and Jitter with 
NTP (software) Synchronization - Transient Analysis

Offset changes applied 
gradually.  Bounds on offset 
value increment.  Internal 
clock is impacted starting 
here.

NTP maintains an internal clock 
quality indicator.  If clock seems 
stable, updates to synchronization 
are less frequent.  Clocks are 
synchronized at 2 min. intervals.

This is also referred to as 
clock “stiffness”.

NSF Engineering Research Center for Reconfigurable Manufacturing Systems
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Current Efforts

• Detailed analysis of capabilities for time synchronization 
over wireless networks

– Bluetooth and 802.11

• Investigation of hardware solutions for time synchronization
– Believed to be the “ultimate” solution
– Low impact on existing software performance; standardized solution

• Long-term goals
– Standards for hardware time synchronization in manufacturing

» Sensor level up through enterprise
– Test environment for determination and verification of time 

synchronization capabilities
– Input into advancement of control and safety system design, 

diagnostics systems, etc. that would take advantage of time 
synchronization / stamping



NSF Engineering Research Center for Reconfigurable Manufacturing Systems
University of Michigan College of Engineering

9

Sample Result: Offset, jitter, Δ offset and 
Δ jitter Vs Time in a Wireless Network

Offset and jitter in wired network

Steady State offset in wireless
That doesn’t exist in wired systems

NSF Engineering Research Center for Reconfigurable Manufacturing Systems
University of Michigan College of Engineering
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Milestones and Future Plans
2006

Sept 2008

2009/10

Sept. 2009

• Time sync requirements of systems; analysis of 
Ethernet performance with factory protocol overhead

• Configurable factory networked diagnostics simulator 
design and development

• Analysis of time synchronization capabilities of and 
best practices for wired networked factory systems

• Analysis of time synchronization capabilities of and 
best practices for wireless networked factory systems

• Development of hardware time synchronization 
testbed

• Recommendations for impacting science (e.g., next 
generation control, safety, …)

• Best practices / proposed stds for time sync.

2007

Mar 2009

June. 2009
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